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* The instrumented C code is augmented with wrappers to
v’ Direct each callback to the right task actor
v Route the system calls to the OSEK actors
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v’ Execute each application task in a dedicated thread
* The ability to determine the (platform-specific) execution time of the
= . portion of code between any two consecutive access points of the
& same task.
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v Using a software plant model regarded as a C task with
zero execution time
v Using a Ptolemy II plant model
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